Some Plots Are not that Equivalent
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Abstract

In many scientific and chemistry-related fields it is very common to represent in a bidimensional plot calculated and observed data. If calculated values are obtained via a linear or multilinear regression procedure it will be shown how the two representation choices, fitted vs. observed and observed vs. fitted values, are not equivalent. The slopes of the bidimensional regression lines in both plots bear distinct properties: the former representation exhibits a regression line with a slope always equal to $r^2$ and the later line coincides exactly with the bisector of the first and third quadrants representation. The general proof of this problem is here exemplified by the aid of a simple numerical example. An alternative method for obtaining a graphical ‘symmetric’ representation is exposed, which relies on the minimization of the sum or quadratic orthogonal distances.

Introduction

The use of plot methods obtained by the aid of the least-squares methodology is quite common in correspondence of calibration and model studies of any type, and X-ray crystallographic studies. A good mastering of statistics is a good help either in theoretical or experimental chemistry. The fact that a good deal of spreadsheets and statistical packages are at disposition either for the student or for the trained researcher does not always mean that the person who is using them does clearly understand what is going on. Usually, at the level of handling plot methods based on the multilinear least-squares methodology some
misconceptions continue to be detected. During these last years, several articles dealing with statistical methods, both theoretical and applicative have been published in chemical literature. [1-5] The subject treated in this paper, independently rediscovered by the first author of the present article and extensively reviewed in a recent work [6], has been considered only once in the specialized literature and in an indirect form, [7] for what we know, and it seems that it went totally unnoticed. Furthermore, from plots published in the literature and from considerations collected by the present authors, it is evident that contradictory views on the subject are, actually, entertained: some believe that the subject is trivial while others believe that it is just wrong. [8, 9, and references in the cited papers] Thus, it is not at all unworthy to reconsider it, as the fundamental principle that interchanging the dependent and independent variables results in unequal regression plots does not at all seem obvious. The actual reconsideration will also allow correcting and completing the conclusions of two recent published works on the importance of plot methods in model studies, which without the support of the present concepts will not tell the whole story. [4, 5]

A lot of graphics can be found in the literature in which the plot of observed (\(y\)) versus calculated or fitted (\(\hat{y} \equiv y_{\text{calc}}\)) data (we will denote this plot as \(y \mid \hat{y}\)), are normally displayed in a quadrant where the bisector line, with unit slope and zero intercept, represents the ideal case. This representation is very useful in multivariate analysis and quite common in Quantitative Structure-Property Activity Studies. Heuristically, most people accept that the reversed representation, i. e., the \(\hat{y} \mid y\) plot constitutes an equivalent representation of the same data. In fact, both representations are similar, but not equivalent. For instance, the linear regression fitting in each bidimensional plot returns two distinct equations:

\[
y \cong ay + b
\]

and

\[
\hat{y} \cong cy + d
\]

From a theorem of linear regressions, [10] it is well-known that the slopes of eqs. 1 and 2 fulfill the condition \(ac = r^2\). The question that now arises deals with the presumed equivalence between the two plots: are the slopes \(a\) and \(c\) equal? The answer is no. In fact, for fitted data with ordinary multilinear least-squares, \(a = 1\) always, and in consequence, \(c = r^2\). Even more, in eq. 1 \(b = 0\) and this regression line coincides exactly with the first and third quadrants bisector, thus warranting that in the \(y \mid \hat{y}\) representation the depicted points will lie around the
bisector line representing the ideal case. The other regression line 2 will coincide with the former only in the very rare and ‘trivial’ case of \( r^2 = 1 \). Note that the correlation factor \( r^2 \) coincides with the determination coefficient of the observed data with respect to the parameters employed in the linear or multilinear model which defined the calculated values. For a detailed mathematical derivation of the concepts here discussed the reader is referred to ref. [6].

**A numerical example**

Let us check the aforementioned aspects with a rather simple example: be the following vector of adimensional experimental data,

\[
y = (120, 166, 115, 105, 155, 257, 220, 100, 70, 55)
\]

and the following vector of arbitrary descriptors,

\[
x = (147, 171, 134, 133, 159, 312, 313, 113, 103, 95)
\]

By means of the least-squares method the model equation \( \hat{y} = 0.766 \, x + 7.653 \) is obtained, giving the vector of calculated data:

\[
\hat{y} = (120.2, 138.6, 110.3, 109.5, 129.4, 246.6, 247.3, 94.2, 86.5, 80.4)
\]

The elemental statistics are: number of data points \( n = 10 \), significance distribution ratio \( F = 82 \), coefficient of determination \( r^2 = 0.912 \), standard deviation \( s = 20 \). The simplest case of a least-squares model has been investigated here. If desired, the reader can also proceed with a multilinear equation involving additional series of descriptors. In Fig. 1 left and right are the corresponding two plots, \( y \big| y \) and \( y \big| \hat{y} \), respectively, on which the corresponding linear regressions (eqs. 1 and 2) have been added (absolute values less than \( 10^{-4} \) have been rounded to zero). From the attached equations we see that \( ac = r^2 = 0.912 \), but we note also that it is the other way round, i.e., the ideal case is reproduced in the \( y \big| \hat{y} \) plot with slope \( a = 1 \), and \( b = 0 \), while \( c = r^2 \), and \( d \neq 0 \).
A closer look into the corresponding residual $D$ plots, with $D = \hat{y} - y$, i.e., into the $D\mid y$ and the $D\mid \hat{y}$ plots, a similitude with the previous two plots can be detected, as can be seen in Fig. 2 left, and right, respectively. Here the attached equations tell that only the $D\mid \hat{y}$ has random character, while the $D\mid y$ equation indicates that this plot is patterned and that its intercept equals the intercept of the $\hat{y}\mid y$ plot. The proofs about this $D$ plots can also be found in ref. [6].

A symmetric model
This asymmetry, which is present in the revisited plots, can be avoided if the least squares method considers orthogonal distances to the best fitting-line, instead of vertical distances from it. The method of orthogonal regression has a long history in statistics, chemometrics and economics. Although we present here a simplified treatment without experimental errors,
it has been proposed as the correct algorithm when uncertainties in both dependent and independent variables are considered or when they are not predetermined. For this reason, it is sometimes called the errors-in-variables model. As stated by Anderson [11] “the method of orthogonal regression was discovered and rediscovered many times, often independently”. However, this method was first published by Adcock. [12] In this section, a brief sketch of the method is presented.

Assume that two variables, $Y$ and $X$, are theoretically linearly related. That is,

$$Y = \alpha + \beta X + u,$$

where $\alpha$ is the intercept, $\beta$ is the slope and $u$ is the equation error, then, the orthogonal regression coefficients are (see [12] for the derivation)

$$\alpha = \bar{Y} - \beta \bar{X} \quad \text{and} \quad \beta = \frac{\sigma_y^2 - \sigma_x^2 \pm \sqrt{\left(\sigma_y^2 - \sigma_x^2\right)^2 + 4\sigma_{XY}^2}}{2\sigma_{XY}},$$

where $\sigma_{XY}$ is the covariance between $X$ and $Y$, and $\sigma_x^2$ and $\sigma_y^2$ are the variances of $X$ and $Y$, respectively. The slope $\beta$ has two possible values: the two slopes give two perpendicular fitting lines coinciding with the principal components of the data. [12] One of such slopes gives the minimum sum of quadratic distances, the other the maximum for a line passing across the data center of mass.

In the present context, let us examine our example concerning the data vectors $y$ and $\hat{y}$ mentioned above. The straight line that minimizes the orthogonal distances is $\hat{y} = 0.953y + 6.453$. This line reproduces a mean squared point-line distance equal to 158.9 per point, and a mean distance of 10.0 per point. Note that the slope lies between those present in the regression lines in Figure 1, as the line of minimal quadratic orthogonal distances is always graphically found between the other two straight lines (all the three lines pass across the data center of mass). Nevertheless, it does not agree with the line that bisects the angle they form.

**Conclusions**

Representing calculated and observed data in the same bidimensional plot is very common in many scientific and chemistry-related fields. It has been shown that, if calculated values are obtained via a linear or multilinear regression procedure, the two representation choices, $\hat{y}$ vs. $y$ and $y$ vs. $\hat{y}$, are not exactly equivalent. Even more, in the last case the bidimensional regression line exactly coincides with the ‘desired’ bisector. As a consequence, the former
representation exhibits a regression line with a slope equal to $r^2$. The properties in both graphs are inherited by the corresponding residuals plots. A simple numerical example dealing with linear regressions has been presented. While the general proof has been presented in ref [6], here, in the discussion section, has been exposed the basic formula in order to obtain the regression line which minimizes the sum or quadratic orthogonal distances.
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