Calculations using the complete active space self-consistent field (CASSCF) and complete active space second-order perturbation (CASPT2) methods, and the multistate formulation of CASPT2 (MS-CASPT2), are performed for the ground and excited states of radical anions consisting of two π-stacked nucleobases. The electronic couplings for excess electron transfer (EET) in the π-stacks are estimated by using the generalized Mulliken–Hush approach. We compare results obtained within the different methods with data derived using Koopmans’ theorem approximation at the Hartree–Fock level. The results suggest that although the one-electron scheme cannot be applied to calculate electron affinities of nucleobases, it provides reasonable estimates for EET energies. The electronic couplings calculated with KTA lie between the CASPT2 and the MS-CASPT2 based values in almost all cases.

Introduction

The last 15 years have been very important for understanding mechanisms of charge transfer (CT) through DNA π-stacks. There are two types of charge transfer in DNA: (1) positive charge or electron hole transfer (HT) when a radical cation state moves from one base pair to another and (2) excess electron transfer (EET) when a radical anion state migrates through the π-stack. The majority of experimental and theoretical studies of charge transfer in DNA have been related to HT, that is, to the propagation of radical cation states of nucleobases along the duplex. In the past, investigations of excess electron transport were restricted to electron spin resonance. Recently, several photochemical and spectroscopic studies of EET have been published (see also references in ref 7). It has been shown that EET has a large potential for nanodevices, in particular, for DNA chip technology. Moreover, electron attachment to DNA may induce strand breaks via dissociative electron attachment as well as the splitting of pyrimidine photodimers. Therefore, computational insight into the mechanistic and dynamic issues of EET in DNA is now of special interest. Elementary steps for charge transfer in DNA and general aspects of charge-transfer modeling have been discussed in the literature (see, for instance, refs 15–20 and references therein).

The ability of DNA to mediate an excess electron is associated with the formation of radical anion states of nucleobases. Two types of radical anion states of nucleobases exist: (1) dipole-bound anions where the excess electron is located far outside the molecule and (2) valence (covalently bound) anionic states where the electron is delocalized over the molecule. In the gas phase, the nucleobase anions may be described as electron-dipole-bound states. However, it has been shown that hydrogen bonds between an anion and its surroundings stabilize the valence-bound state. The energetics and structure of radical anion states of nucleobases and their complexes have been intensively studied theoretically. The quantum-mechanical treatment of radical anion states of nucleobases and their complexes used to model EET is more complicated than the calculations of radical cation states in the case of HT.

In a DNA π-stack, where donor and acceptor are separated by one or more intervening base pairs, EET is expected to fall well within the nonadiabatic regime, and therefore, the rate of charge transfer is proportional to the square of electronic coupling between the donor and acceptor sites. Thus, the electronic coupling is a key characteristic which controls the rate of charge transfer and determines its sensitivity to the arrangement of the donor and acceptor. There are several computational studies of electronic couplings for hole transfer in DNA. In most studies, Koopmans’ theorem approximation (KTA) has been used to calculate the HT couplings. While KTA has proven to be quite acceptable for the treatment of radical cations, this approximation is more limited when modeling negatively charged systems. The reason for this limitation is well-known. By detaching an electron from a neutral system, the electronic relaxation and changes in the correlation energy are of opposite sign and partially cancel each other, while these terms are of the same sign when an excess electron is attached to the system.

However, in EET, one is primarily interested in the energy difference between the states involved in the process rather than in the absolute energy of the electron attachment. When an excess electron moves in DNA from one nucleobase to another, the relevant states are of the same nature, and therefore, the reorganization and correlation effects for these states should be similar and cancel out. Because of this, we expect that the one-electron approximation (i.e., KTA) may give reasonable estimates for EET energetics in spite of its failure to predict the electron affinity. Within the KTA scheme, the properties of adiabatic states of a radical anion can be approximately estimated using the lowest unoccupied molecular orbitals (LUMOs) of the corresponding neutral system. Recently, an efficient approach has been considered for calculating electronic couplings for EET in DNA π-stacks. The good agreement...
between matrix elements obtained within the diabatic state method for radical anion systems with the corresponding estimates derived from KTA allows one to conclude that reasonable values of EET couplings can be obtained by using LUMOs of isolated neutral base stacks calculated without diffuse functions. When, however, the diffuse functions are added to the basis set, the LUMOs exhibit the dipole-bound character and cannot be employed for computing the coupling matrix elements.35 However, the question about the role of electron correlation in the calculation of EET parameters still remains.

The purpose of this paper is to calculate the EET matrix elements beyond the one-electron approximation and to study how important the electron-correlation effects are on the elements beyond the one-electron approximation and to study using multireferential methods.41 The computational results of that study have been used as benchmarks for estimating the relative accuracies of the time-dependent density functional theory (DFT) approach42 and for assessment of semiemipirical methods.43 Here, we have used the same methods (complete active space self-consistent field, CASSCF; complete active space second-order perturbation, CASPT2; and multistate CASPT2, MS-CASPT2) for the calculation of electronic coupling in single-strand DNA stacks consisting of two nucleobases. Using the generalized Marcus–Hush (GMH) approach, the couplings are obtained from the excitation energies and the transition dipole moments. Here, we use the CASPT2 or MS-CASPT2 excitation energies, which include dynamic correlation. For the dipole moments, we use the CASSCF wave function, or the perturbatively modified complete active space configuration interaction (PM-CASCI) wave function derived from the MS-CASPT2 calculations. The MS-CASPT2 based dipole moments are substantially different from the CASSCF ones, and the results could not be converged. Thus, the calculated couplings cannot be considered as benchmarks, but the present results determine their boundaries, within the limitations of the 6-311G* basis set. In most cases, the coupling elements obtained with KTA lie inside these boundaries, suggesting the usefulness of KTA to estimate electronic couplings for EET.

Computational Details

CASSCF Calculations. The CASSCF calculations are carried out for several one-strand DNA stacks consisting of two nucleobases using the standard 6-311G* basis set and the program Gaussian03.44 For the CASSCF calculations, active spaces of 13 electrons in 12 orbitals (six orbitals per nucleobase), (13,12), were used following the strategy outlined in our previous paper on radical cations of similar systems.41 The electron affinities of the nucleobases have been calculated for the calculation of electronic coupling in single-strand DNA stacks consisting of two nucleobases. Using the generalized Marcus–Hush (GMH) approach, the couplings are obtained from the Mulliken charges.45 The values of the off-diagonal elements of the MS-CASPT2 effective Hamiltonian, which are indicative of the reliability of the MS-CASPT2 results,47 are presented in the Supporting Information (Table SI1). The averages and differences of the energies of the ground and excited states are obtained from a single calculation, using state-averaged orbitals with equal weights for each state. The dipole moments of each state and the transition dipole moments between the two states are derived from the same calculation. For a better estimation of the dipole properties (energies, dipoles, and transition dipole moments), these are recalculated with the program MOLCAS 5.45 at the CASPT2 and MS-CASPT2 levels (multistate formulation of CASPT2 which accounts for the nonorthogonality of the CASPT2 wave function),46 with a real level shift parameter of 0.3. Using this parameter, the weights of the CASSCF reference function in the CASPT2 functions of the ground and excited states differed by 0.001 or less in all cases. For the transition dipole moments, the values reported as MS-CASPT2 are the ones obtained from the PM-CASCI wave function.46

The values of the off-diagonal elements of the MS-CASPT2 effective Hamiltonian, which are indicative of the reliability of the MS-CASPT2 results,47 are presented in the Supporting Information (Table SI1). The averages and differences of the off-diagonal elements (\(|H_{12} + H_{32}|/2\) and \(|H_{12} - H_{32}|\), respectively) are smaller than 2 kcal mol\(^{-1}\) (0.09 eV) in all cases except CT and TC, with a maximal value of 0.17 eV. In relative terms, the value of \(|H_{12} + H_{32}|/2\) is smaller than 10% of the CASPT2 energy gap \((H_{32} - H_{11})\) in all cases except CT, TC, and AT.

The ground-state charge distribution on the dimers presented in Table 1 \((q_X \text{ and } q_Y)\) is obtained from the Mulliken charges except for the MS-CASPT2 values, which are obtained from the dipole moments. Thus, for radical anion dimers 5'-XY-3' with z-orientation (the plane of each nucleobase is perpendicular to z-axis), and the 5'-X nucleobase lying in the xy plane:

\[
q_X = -1 - \frac{\mu_z}{4.803 \times r} \quad q_Y = -1 - q_Y \quad (1)
\]

where \(q_X\) and \(q_Y\) are charges on fragments X and Y in au, \(r\) is the distance (in Å) between nucleobase planes (\(r = 3.38\) Å in the systems under study), and \(\mu_z\) is the \(z\)-component of the dipole moment in the stack (in Debye). To prove that both schemes provide almost identical values, we have recalculated the CASSCF charge distribution using eq 1. The dipole-based estimates deviate by 2% or less from the Mulliken charges.

The electron affinities of the nucleobases have been calculated at the CASSCF/6-311G* and CASPT2/6-311G* levels of theory (real level shift 0.3), with the purpose of estimating the relative
diabatic energies of the donor and acceptor states with the two methods. The electron affinity is calculated as the energy difference between the neutral species and the radical anion, using (6,6) and (7,6) active spaces, respectively. The results are presented in Table S12 (Supporting Information). Overall, the electron affinity of thymine is underestimated with respect to the remaining three bases at the CASSCF level, when compared with CASPT2.

**KTA Calculations.** The KTA values are based on Hartree–Fock (HF) calculations of neutral stacks performed using the standard 6-31G* basis for consistency with the previous study.\(^\text{(35)}\)

For the systems considered, we have always used unoccupied molecular orbitals (MOs) corresponding to “+” and “−” combinations of donor and acceptor orbitals (σ* orbitals of nucleobases). They correspond to LUMO and LUMO+1. In similar calculations (e.g., with another basis set or for other geometries), LUMO or LUMO+1 may correspond to σ* orbitals. In such cases, other virtual states (LUMO+1, LUMO+2) should be employed.

**Estimation of Electronic Couplings.** The generalized Mulliken–Hush (GMH) method introduced by Cave and Newton was employed to calculate electronic couplings.\(^\text{(48,49)}\)

Within the two-state GMH model,\(^\text{(48,49)}\) the electronic coupling can be expressed via the vertical excitation energy \(\Delta E_{12} = E_2 - E_1\), the difference between the adiabatic dipole moments \(\Delta \mu = \mu_2 - \mu_1\), and the transition dipole moment \(\mu_{12}\):

\[
V_{da} = \frac{\Delta E_{12}\mu_{12}}{\sqrt{\Delta \mu^2 + 4\mu_{12}^2}}
\]

(2)

The details of calculation are considered in our previous paper.\(^\text{(41)}\) In particular, we have used \(\Delta \mu^2\) and \(\mu_{12}^2\), that is, the projections of the dipole moments along the z-axis; the z superscript has been dropped for simplicity. The \(V_{da}\) listed in Table 1 is obtained as follows: CASSCF couplings from CASSCF energies and dipole moments, CASPT2 values from CASPT2 energies and dipole moments, MS-CASPT2 values from MS-CASPT2 energies and PM-CASCI dipole moments, and KTA couplings from the energy differences and dipole moment matrix elements calculated with the relevant orbitals of the neutral stacks.

**Geometries.** As in our previous study, experimental idealized atomic coordinates of the nucleobases (adenine, cytosine, guanine, and thymine) taken from high-resolution X-ray and neutron studies were used for generating the structures.\(^\text{(50)}\) These structural parameters are nearly always employed to generate DNA models. As already noted, within the KTA scheme, ET properties in radical anion systems are estimated using HF calculations of neutral systems. For the sake of consistency when comparing the calculation results, we employ the same geometries also in the CASSCF and CASPT2 calculations of radical anion states.

The mutual positions of the nucleobases in the models studied correspond to a regular B-DNA structure (see Figure 1). The geometries of the systems were constructed with the program SCHNArP.\(^\text{(51)}\)

**Results and Discussion.**

**General Remarks.** CASSCF and Second-Order Perturbed Results. The electronic characteristics of dimers calculated using CASSCF, CASPT2, MS-CASPT2, and KTA are listed in Table 1. Our general approach is to include nondynamic correlation at the CASSCF level and dynamic correlation with second-order perturbation. For the energy, this is achieved with the CASPT2
method. The effect of dynamic correlation can be explained on the basis of the relative electron affinities of the isolated nucleobases (see Table S12, Supporting Information), calculated at the CASSCF and CASPT2 levels. Although the electron affinities themselves are not accurate, their relative values can be used as estimates of the diabatic energies of donor and acceptor, in the frame of a two-state model for EET (in this case, neglecting electrostatic effects of the neighboring base). Thus, the electron affinities of A, C, and G are shifted downward with respect to T at the CASPT2 level. This implies that the diabatic energies of A, C, and G are increased with respect to T upon inclusion of dynamic correlation. As a consequence, the excitation energies for TX and XT pairs (X = A, C, or G), where T is the donor, are increased at the CASPT2 and MS-CASPT2 level with respect to the CASSCF values. The only exception to this trend is CT. Here, the CASPT2 excitation energy is lower than the CASSCF one because T is the acceptor due to electrostatic conformational effects.

The changes in the diabatic energies also affect the charge distribution and the transition dipole moments. Thus, within a two-state model, the excess charge distribution, expressed as the difference of charges on donor and acceptor ($\Delta q_q = q_Y - q_X$), is determined by the difference of the diabatic energies of the donor and acceptor ($\Delta \epsilon = \epsilon_Y - \epsilon_X$) and the electronic coupling $V$ of the sites (see refs 37 and 52 for details):

$$\Delta q_q = \frac{\Delta \epsilon}{\sqrt{\Delta \epsilon^2 + 4V^2}}$$

(3)

Here, $\Delta \epsilon$ can be approximated by the difference of electron affinities of the X and Y nucleobases. Because the electronic coupling of neighboring nucleobases is rather weak ($V \sim 0.1$ eV), the differences in $\Delta \epsilon$ within the CASSCF and CASPT2 schemes must lead to redistribution of the excess charge in the stack. This has motivated us to recompute the dipole moments $\mu_{12}$ and $\mu_{12}$, with the PM-CASCI wave function obtained from the MS-CASPT2 treatment. However, the MS-CASPT2 results are only reliable when the multistate correction is small. This can be estimated on the basis of the off-diagonal elements of the MS-CASPT2 effective Hamiltonian (see Table S11, Supporting Information). It has been suggested that reliable MS-CASPT2 results are obtained when the off-diagonal elements are below a threshold of 2 kcal mol$^{-1}$ (0.09 eV).47 This condition is fulfilled for all the stacked pairs described here except for CT and TC, where the off-diagonal elements reach up to 5 kcal mol$^{-1}$ (0.22 eV). Still, there are substantial differences between the transition dipole moments $\mu_{12}$ calculated at the CASSCF level and the MS-CASPT2 based values and also for the cases where the coupling is small. This can be understood taking into account that dynamic correlation induces a change in the charge distribution (through $\Delta \epsilon$) which results in a change in $\mu_{12}$. At the same time, the sum $(\Delta \mu)^2 + 4(\mu_{12})^2$ for the CASSCF and PM-CASCI dipole moments is the same. Thus, the PM-CASCI wave functions $\Psi_k$ are linear combinations of the two lowest CASCF eigenfunctions $\Phi_i$.

$$\Psi_k = \sum_{i=1,2} c_{ik}\Phi_i$$

The dipole moments are elements of the matrix obtained from the $\{\Phi_i\}$ or $\{\Psi_k\}$ sets and the dipole moment operator (of dimension $2 \times 2$ in the present case). Since the transformation between the two sets is unitary (the coefficients $c_{ik}$ are the eigenvectors of the symmetrized MS-CASPT2 Hamiltonian), the matrices evaluated with either basis have the same eigenvalues ($\mu_{11} + \mu_{22})/2 ± (\sqrt{3}/2)(\mu_{12})^2$ and the same trace $\mu_{11} + \mu_{22}$. Thus, the sum of $(\Delta \mu)^2 + 4(\mu_{12})^2$ evaluated with either set of wave functions (CASSCF or PM-CASCI) is the same. Because of the relative magnitudes of $\Delta \mu$ and $\mu_{12}$, small relative changes in $\Delta \mu$ result in large relative changes in $\mu_{12}$.

**Excess Charge Distribution in Dimers.** The excess charge distribution in the ground state predicted by the KTA and multireference approaches is in good agreement for all cases except for CT and TC. Thus, the localization of the charge is the result of two effects, the difference in electron affinities of nucleobases and the preference for charge localization on the 5’ end (because of electrostatic interactions of the bases which in turn depend on the orientation of the nucleobases). Following the larger electron affinity of T, in the pairs with A or G the excess electron in the ground state is more than 95% localized on T, irrespective of its position (5’ or 3’ end). However, the preference of the 5’ end for negative charge localization51 is reflected in the fact that the amount of charge localized on the purine is larger for the AT and GT than for the TA and TG pairs. For the same reason, in the TT pair, the ground-state charge is almost completely localized on the 5’ end. In the T-T case, however, the conformational effect is different and the charge is localized on the 3’ end. Ideally, the calculated charges on each nucleobase should not be smaller than $-1$. In a few cases, the values are smaller than that (with a net positive charge on the complementary base), but the effects are small (less than 0.02 electron).

Let us now consider the charge delocalization in CT and TC. In general, it is accepted that T has a larger electron affinity than C, and one would expect charge localization on T to be preferred. However, for CT there is net charge localization on 5’-C because of the electrostatic interactions. In contrast to this, the charge in TC is localized on 5’-T. Although all methods predict localization of the charges on the same base of each pair, there are substantial quantitative differences between CASSCF and MS-CASPT2. Thus, the CASSCF(13,12) calculations predict almost complete (>90%) charge localization on C for CT, with more significant delocalization (approximately 25%) in TC. The Mulliken charges for the CASPT2 wave function give similar values. In contrast to this, the KTA and MS-CASPT2 based values predict only partial localization (approximately 60%) on C in CT and almost complete localization (>90%) on T in TC. The changes are due to the small difference between the diabatic energies of the two pyrimidine bases. Thus, small changes in $\Delta \epsilon$ (eq 3) have a large effect on the charge distribution. In any case, one can expect that the effects of polar environment should essentially suppress the negative charge delocalization in DNA leading to radical anion states confined to single pyrimidine sites, in line with the conclusion derived for the hole delocalization.54

The calculated ground- and excited-state charge distributions are in agreement with the two-state model. According to this model, the charges on the donor and acceptor should be exchanged when going from the ground to the excited state. Thus, in the lowest excited state of the purine-thymine dimers, the negative charge is transferred from T to the purine base, whereas in the excited state of TT, TC, and CT dimers the excess charge is mainly localized on the 3’-side nucleobase. Overall, in the two-state model the sum of the ground- and excited-state charges on the same fragment should be equal to 1, and the sum of the calculated MS-CASPT2 and CASSCF charges for all cases differs by less than 0.04 electron from the ideal value.

**Excitation Energies.** The dimers TT and T-T formed by thymine bases differ in the arrangement of nucleobases. While
in the TT stack the thymines are at the distance 3.38 Å, the Tₜ T complex was obtained by removing the bridging nucleobase B from a TBT trimer of the regular structure; the distance between thymine bases is 6.76 Å. The energy gap (ΔE₁₂) in TT ranges from 0.15 to 0.20 eV depending on the calculation method. This gap is mainly due to the electrostatic interactions between the bases. The contribution of covalent interaction (electronic coupling) to the splitting is essentially smaller. Increasing the separation between thymines (by going from TT to Tₜ T) leads to a remarkable decrease in the gap, which is 0.01–0.02 eV. Because C and T have similar electron affinities, one expects the gap in the dimers CT and TC to be as large as in TT. The CASPT2 and MS-CASPT2 calculations predict that the KT values in the CT and TC stack the thymines are at the distance 3.38 Å, the 4718 J. Phys. Chem. A, Vol. 111, No. 21, 2007

MS-CASPT2 based values of the energy gaps for the dimers formed by T and a purine base by calculating the dipole moments from the PM-CASPT2 method cannot provide very accurate results for these systems. Enlarging the CASCCF active space until the CASCCF and MS-CASPT2 based values of μ₁₂ are converged is required to obtain the benchmark values which must lie between the CASPT2 and MS-CASPT2 based values of Table 1.

We have compared results obtained within the accurate methods with data derived using KTA at the Hartree–Fock level. The comparison suggests that although the one-electron scheme cannot be applied to calculate electron affinities of nucleobases, it provides reasonable estimates for EET energies. The electronic couplings calculated with KTA lie between the CASPT2 and the MS-CASPT2 based values in almost all cases.

Our results show that the excess electron in isolated dimers is largely localized on a single base. Because embedding any system into a polar environment should confine the excess charge, we expect that an excess electron in DNA will be confined to single pyrimidines but not be delocalized over several nucleobases.
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