On the Performance of Some Aromaticity Indices: A Critical Assessment Using a Test Set
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Abstract: Aromaticity is a central chemical concept widely used in modern chemistry for the interpretation of molecular structure, stability, reactivity, and magnetic properties of many compounds. As such, its reliable prediction is an important task of computational chemistry. In recent years, many methods to quantify aromaticity based on different physicochemical properties of molecules have been proposed. However, the nonobservable nature of aromaticity makes difficult to assess the performance of the numerous existing indices. In the present work, we introduce a series of fifteen aromaticity tests that can be used to analyze the advantages and drawbacks of a group of aromaticity descriptors. On the basis of the results obtained for a set of ten indicators of aromaticity, we conclude that indices based on the study of electron delocalization in aromatic species are the most accurate among those examined in this work.
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Introduction

One of the most controversial and debated issues in chemistry, especially in theoretical and computational chemistry, is aromaticity. Since aromaticity is not a directly measurable property, it cannot be defined unambiguously. Consequently, it constitutes a chemical unicorn in the signification given by Frenking and Krapp.1 However, in this respect, aromaticity is not different from many important nonobservable concepts in chemistry.2 In spite of the lack of a proper definition and the fuzzy nature of aromaticity,3 its usefulness as a central chemical concept for the interpretation of molecular structure, stability, reactivity, and magnetic properties of many compounds remains still unquestionable.4–10 In addition, the recent discovery of all-metal aromatic clusters has shown that its scope of application is far wider than what has been appreciated formerly.11,12

The evaluation of aromaticity in the whole molecule or parts thereof is usually done indirectly by measuring some physicochemical property that reflects a manifestation of its aromatic character.10,13,14 This leads to the myriad of classical structural,15 magnetic,16,17 energetic,18 electronic,19 and reactivity-based measures of aromaticity. All current available indices represent approximations (sometimes arbitrary) to the problem of measuring aromaticity and no single property exists that could be taken as a direct measure of aromaticity. Although some authors suggest abandoning the search for new quantitative measures of aromaticity,3 others believe that more precise quantitative descriptors can be helpful to reach a better understanding of aromaticity. Interestingly, some researchers have recently proposed to use neural networks to classify compounds according to their aromaticity.20

All existent indices are, in general, easily calculated but unfortunately they do not always give consistent results among themselves.3,21 Thus, for instance, predictions based on magnetic criteria of aromaticity often deviates from those based on energetic grounds.22 Many times the apparent contradictions found among differently based indices are overcome by addressing to
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the so-called multidimensional character of aromaticity.\textsuperscript{14,15,23–26} In this way, one can argue that it is understandable that different indices afford divergent orderings since one compound may be more aromatic than other in one dimension and less aromatic in another.\textsuperscript{10} This explains why many authors advise to use a set of indices based on different physical properties to characterize aromatic compounds.\textsuperscript{12,16,21,27–29} In this case, one can feel safe about the derived conclusions only when all criteria provide the same results for the set of compounds analyzed. If different criteria produce contradictory results, the final conclusions, if any, are necessarily much weaker.

When a new index of aromaticity is defined, usually the results obtained by this new index in a set of chosen aromatic compounds are correlated with some previously defined descriptors of aromaticity. If correlations are acceptable it is reported that the new index is a good indicator of aromaticity. If not, many times it is simply said that the result obtained is a manifestation of the multidimensional character of aromaticity. The problem with this approach is obvious: how can one differentiate methods that provide essentially spurious results from those that simply do not correlate because of the multidimensional character of aromaticity? In this work, we neither doubt about nor assume the multidimensional character of aromaticity, but as pointed out by Bultinck et al.\textsuperscript{30,31} the use of the multidimensional character of aromaticity as a generic excuse to allow considering any local aromaticity index defined a good descriptor irrespective of the results obtained should be avoided. Fortunately, the accumulated chemical experience provides several examples for which most chemists would agree about the expected aromaticity trends in a given series of compounds. In this paper, we build a set of aromaticity tests using a number of such examples. The chosen tests must fulfill two requirements: first, the size of the systems involved must be relatively small to facilitate a fast application and, second, controversial cases must be avoided. We consider here that, as far as aromaticity is concerned, a series of aromatic rings is controversial when using a large enough set of aromaticity descriptors the aromaticity ordering of the rings cannot be decided unambiguously.

As an example of a controversial case, we can mention the case of the inner and outer rings of anthracene and, in general, of the aromaticity order for the different six-membered rings (6-MRs) of any linear polycene. This series is excluded because of the existence of contradicting predictions of various aromaticity indices, which prevents to achieve the consensus about the order of aromaticity of individual benzene rings with at least similar reliability as in other cases.\textsuperscript{31,32} Thus, the NICS and the HOMA descriptors of aromaticity indicate that the local aromaticity increases from the external to the central ring.\textsuperscript{33–35} The FLU index\textsuperscript{36} points out the same trend in aromaticity, as well as a scaled SCI index,\textsuperscript{37} the analysis of ring currents,\textsuperscript{38–41} the calculation of resonance energies,\textsuperscript{42,43} and bond orders,\textsuperscript{44} some graph theory-based descriptors,\textsuperscript{2,45} and several aromaticity indicators based on charge density properties derived from the Quantum Theory of Atoms in Molecules (QTAIM).\textsuperscript{46} On the other hand, other different graph theory-based descriptors,\textsuperscript{2,45} together with molecular quantum similarity calculations,\textsuperscript{47} the Fermi Hole Density Delocalization index of Matta,\textsuperscript{32,48,49} ring currents at a semiempirical level,\textsuperscript{50} MCI and \( I_{\text{ring}} \) indices,\textsuperscript{32,37,47,51,52} as well as bond resonance energies\textsuperscript{53–55} yield the opposite trend of outer rings more aromatic than the inner ones. Finally, the PDI basically attributes the same aromaticity to the inner and outer rings of anthracene,\textsuperscript{32,35,56,57} which is what is expected from a simple model such as the Clar’s aromatic \( \pi \)- sextet rule.\textsuperscript{58,59} In our opinion, it is clear that the relative aromaticity of the two different rings in anthracene is a controversial issue and it should not be included in a list of aromaticity tests.

With this in mind, the tests proposed in this work are depicted in Scheme 1. It contains five tests that analyze different benzene distortions, two tests that study the effect of substitution and complexation in the benzene ring, a couple more that check the ring and atom size dependence, another two including heteroaromatic systems of different sizes, two containing a series of the so-called Clar’s and fulvenes systems, and, finally, two tests that analyze aromaticity in chemical reactions. All these tests share widely accepted and well-understood aromatic trends. The results obtained will show, however, that many of the most common indices of aromaticity fail predicting some of the expected behaviors. We hope that the fifteen proposed tests (together with others that can be added in future work) can be a useful tool to check whether a new index of aromaticity is better than previous existing ones to quantify aromaticity in organic compounds and to establish the performance of existing indices in order to decide which set of indices has to be used for a given study.

### Measures of Aromaticity

It is not viable to apply all the indices of local aromaticity published to date to the fifteen tests of Scheme 1 and, consequently, we have made a selection of ten descriptors of local aromaticity based on structural, magnetic, and electronic manifestations of aromaticity. For some particular cases, we have included in the discussion aromatic stabilization energies (ASEs) (tests 6 and 11) and resonance energies (REs) (test 10) reported in the literature.\textsuperscript{10} We want to emphasize here that we are not advocating that the indices analyzed here are the best among those that can be found in the literature, but what is true is that they are among the most widely-used descriptors of aromaticity.

As a structure-based measure, we have employed the harmonic oscillator model of aromaticity (HOMA) index, defined by Kruszewski and Krygowski as\textsuperscript{60,61}:

\[
\text{HOMA} = 1 - \frac{1}{n} \sum_{i=1}^{n} \left( R_{\text{opt}} - R_{i} \right)^2
\]

where \( n \) is the number of bonds considered, and \( z \) is an empirical constant (for C–C, C–N, C–O, and N–N bonds \( z = 257.7, 93.5, 157.4, \) and 130.3, respectively) fixed to give HOMA = 0 for a model nonaromatic system, and HOMA = 1 for a system with all bonds equal to an optimal value \( R_{\text{opt}} \) (1.388, 1.334, 1.265, and 1.309 Å for C–C, C–N, C–O, and N–N bonds, respectively), assumed to be achieved for fully aromatic systems. \( R_i \) stands for a running bond length. This index has been found to be one of the most effective structural indicators of aromaticity.\textsuperscript{4,15}

As magnetic indices of aromaticity, we have used three derivations of the nucleus-independent chemical shift (NICS) index,
proposed by Schleyer and co-workers.\textsuperscript{62,63} NICS is defined as the negative value of the absolute shielding computed at a ring center or at some other interesting point of the system. Rings with large negative NICS values are considered aromatic.

Finally, six aromaticity criteria based on electron delocalization measures have been employed.\textsuperscript{19,64} These indices measure the cyclic electron delocalization of mobile electrons in aromatic rings. First, the para-delocalization index (PDI),\textsuperscript{56,65} which is obtained using the delocalization index (DI)\textsuperscript{66,67} as defined in the framework of the QTAIM of Bader.\textsuperscript{68–70} The PDI is an average of all DI of para-related carbon atoms in a given 6-MR. The DI value between atoms $A$ and $B$, $d(A,B)$, is obtained by double integration of the exchange-correlation density ($\rho(r)$) over the basins of atoms $A$ and $B$, which are defined from the condition of zero-flux gradient in the one-electron density, $\rho(r)$.\textsuperscript{68–70}

\begin{equation}
\delta(A,B) = -2 \int_A^B \int_B^A \Gamma_{XC}(\vec{r}_1, \vec{r}_2) d\vec{r}_1 d\vec{r}_2
\end{equation}

For monodeterminantal closed-shell wavefunctions one obtains:

\begin{equation}
\delta(A,B) = 4 \sum_{i,j} S_{ij}(A) S_{ij}(B)
\end{equation}

The summations in Eq. (3) run over all occupied molecular orbitals. $S_{ij}(A)$ is the overlap between molecular orbitals $i$ and $j$ within the basin of atom $A$. $\delta(A,B)$ provides a quantitative idea of the number of electrons delocalized or shared between atoms $A$ and $B$.

Second, the aromatic fluctuation index (FLU)\textsuperscript{36} that is constructed considering the amount of electron sharing between contiguous atoms, which should be substantial in aromatic molecules, and also taking into account the similarity of electron sharing between adjacent atoms. Let us consider a ring structure of $N$ atoms represented by the following string $A = \{A_1, A_2, \ldots, A_N\}$, whose elements are ordered according to the connectivity of the atoms in the ring. For such ring, the FLU index is defined as:
\[ \text{FLU}(\mathcal{A}) = \frac{1}{N} \sum_{i=1}^{N} \left[ \frac{V(A_i)}{V(A_{i-1})} \left( \delta(A_i, A_{i-1}) - \delta_{\text{ref}}(A_i, A_{i-1}) \right) \right]^2 \]

where \( A_0 \equiv A_N \) and \( V(A) \) is the atomic valence for a closed-shell system reads:

\[ V(A) = \sum_{\delta \neq A} \delta(A, A) \]

and \( \alpha \) is a simple function to make sure that the first term in Eq. (4) is always greater or equal to 1, so it takes the values:

\[ \alpha = \begin{cases} 1 & V(A) > V(A_{i-1}) \\ -1 & V(A) \leq V(A_{i-1}) \end{cases} \]

Finally, the \( \delta_{\text{ref}}(A_i, A_{i-1}) \) values are \( \delta_{\text{ref}}(C, C) = 1.389 \text{e} \), \( \delta_{\text{ref}}(C, N) = 1.318 \text{e} \), \( \delta_{\text{ref}}(N, N) = 1.518 \text{e} \), and \( \delta_{\text{ref}}(C, O) = 0.970 \text{e} \), the \( \delta(C, C) \), \( \delta(C, N) \), \( \delta(N, N) \), and \( \delta(C, O) \) values in benzene, pyridine, pyrazine, and furan, respectively, at the B3LYP/6-311++G(d,p) level. FLU is close to 0 in aromatic species, and differs from it in nonaromatic ones. Obviously, being FLU a positive quantity, the tendencies obtained from the FLU or FLU\(^{1/2} \) values are exactly the same. However, we have preferred using FLU\(^{1/2} \) instead of FLU because FLU\(^{1/2} \) values are scattered over a wider range and, therefore, the trends derived are clearer. In addition, we have recently shown that FLU\(^{1/2} \) presents better correlations with classical aromaticity indices.\(^{71} \)

Third, we have employed a set of four multicenter indices, namely, the \( I_{\text{ring}} \), \( I_{\text{NG}} \), MCI, and \( I_{\text{NB}} \). The multicenter index \( (I_{\text{ring}}) \) of Giambiagi et al. reads\(^{51} \):

\[ I_{\text{ring}}(\mathcal{A}) = \sum_{i_1, i_2, \cdots, i_N} n_{i_1} \cdots n_{i_N} S_{i_1 i_2}(A_1) S_{i_2 i_3}(A_2) \cdots S_{i_N i_1}(A_N) \]

where \( S_{ij}(A) \) is the overlap of natural orbitals \( i \) and \( j \) in the atom \( A \), and \( n_i \) are their occupancies. For a closed-shell nondeterminantal wavefunction we have:

\[ I_{\text{ring}}(\mathcal{A}) = 2^N \sum_{i_1, i_2, \cdots, i_N} \text{occ. MO} S_{i_1 i_2}(A_1) S_{i_2 i_3}(A_2) \cdots S_{i_N i_1}(A_N) \]

Some of us have recently proposed a normalized version of the \( I_{\text{ring}} \) index,\(^{72} \) the so-called \( I_{\text{NG}} \), which is expected to be less dependent on the ring size than its unnormalized homologues, and it is written for aromatic species as:

\[ I_{\text{NG}}(\mathcal{A}) = \frac{\pi^2}{4NN_x} I_{\text{ring}}^{1/N} \]

where \( N \) is the total number of atoms in the ring and \( N_x \) the total number of \( \pi \) electrons. \( I_{\text{NG}} \) has the peculiarity of reproducing the so-called TREPE\(^{72} \) values at the Hückel Molecular Orbital (HMO) level of theory.

Recently Bultinck and coworkers have worked on a particular extension of the \( I_{\text{ring}} \) index. According to these authors summing up all the \( I_{\text{ring}} \) values resulting from the permutations of indices \( A_1, A_2, \ldots, A_N \) defines a new index of aromaticity, the so-called multicenter index (MCI),\(^{32} \) whose formula reads:

\[ MCI(\mathcal{A}) = \frac{1}{2N} \sum_{P(\mathcal{A})} I_{\text{ring}}(\mathcal{A}) \]

where \( P(\mathcal{A}) \) stands for a permutation operator which interchanges the atomic labels \( A_1, A_2, \ldots, A_N \) to generate up to the \( N! \) permutations of the elements in the string \( \mathcal{A} \). Generally the values of MCI and \( I_{\text{ring}} \) are in tight correlation because the dominant contribution to MCI is the Kekulé structure, nonetheless some exceptions may arise.\(^{72} \) Finally, there is a normalized version of the MCI index for aromatic rings,\(^{72} \) the so-called \( I_{\text{NB}} \), given by:

\[ I_{\text{NB}}(\mathcal{A}) = \frac{C}{NN_x} (2N \cdot MCI(\mathcal{A}))^{1/N} \]

where \( C \approx 1.5155 \). An obvious advantage of multicenter indices is that they can be applied quite generally even in the situation where PDI, FLU or HOMA can not be used.

For the series of indices used, we have that the more negative the NICS, the lower the FLU\(^{1/2} \) index, and the higher the HOMA, PDI, \( I_{\text{ring}} \), \( I_{\text{NG}} \), MCI, and \( I_{\text{NB}} \) values, the more aromatic the rings are.

**Computational Details**

All calculations have been performed with the Gaussian 09\(^{74} \) and AIMPAC\(^{75} \) packages of programs, at the B3LYP level of theory.\(^{76–78} \) The intrinsic reaction paths (IRP)\(^{81,82} \) for the Diels–Alder (DA) and acetylene trimerization reactions have been computed going downhill from the transition state (TS) in mass-weighted coordinates using the algorithm by Gonzalez and Schlegel.\(^{83} \)

The GIAO method\(^{44} \) has been used to perform calculations of NICS at ring centers (NICS(0)) determined by the non-weighted mean of the heavy atoms coordinates and at 1 Å above or below the center of the ring taken into analysis (NICS(1)). It has been postulated that NICS(1) better reflects aromaticity patterns because at 1 Å the effects of the \( \pi \)-electron ring current are dominant and local \( \sigma \)-bonding contributions are diminished.\(^{85,86} \) We have also analyzed the out-of-plane component of the NICS(1), the NICS(1)\(_{zz} \), which was found to be (together with the so-called NICS(0)\(_{zz} \)) the best NICS-based indicator of aromaticity.\(^{86,87} \)

Calculation of atomic overlap matrices (AOM) and computation of DI, \( I_{\text{ring}} \), \( I_{\text{NG}} \), MCI, and \( I_{\text{NB}} \) have been performed with the AIMPAC\(^{75} \) and ESI-3D\(^{78} \) collection of programs. Calculation of these DIs with the density functional theory (DFT) can not be performed exactly because the electron-pair density is not available at this level of theory.\(^{79} \) As an approximation, we have used the Kohn–Sham orbitals obtained from a DFT calculation to compute Hartree–Fock–like DIs through Eq. (3) that do not
account for electron correlation effects. In practice the values of the DIs obtained using this approximation are generally closer to the Hartree–Fock values than correlated DIs obtained with a configuration interaction method.\textsuperscript{57,89}

In some particular cases, we have computed $I_{\text{ring}}$, $I_{\text{NG}}$, MCI, and $I_{\text{NB}}$ indices at a correlated level with the MP2 and CCSD methods using Eqs. (7), (9), (10), and (11). To obtain the correlated versions of the PDI and FLU indices the following substitution has been performed in Eq. (3):\textsuperscript{11}

$$S_{ij}(A) \rightarrow \frac{\langle n_i | \nabla^2 \rho | n_j \rangle S_{ij}^{\text{NO}}(A)}{2} \quad (12)$$

where $S_{ij}^{\text{NO}}(A)$ is now the AOM of atom $A$ in terms of natural orbitals and the summations in Eq. (3) run over the whole set of natural orbitals, instead of only the occupied molecular orbitals.

The numerical accuracy of the QTAIM calculations has been assessed using two criteria: (i) The integration of the Laplacian of the electron density ($\nabla^2 \rho(r)$) within an atomic basin must be close to zero; (ii) The number of electrons in a molecule must be equal to the sum of all the electron populations of the molecule, and also equal to the sum of all the localization indices and half of the delocalization indices in the molecule. For all atomic calculations, integrated absolute values of $\nabla^2 \rho(r)$ were always lower than 0.001 a.u. For all molecules, errors in the calculated number of electrons were always lower than 0.01 a.u.

**Results**

Scheme 1 depicts the fifteen tests considered in the present work. We have applied these tests to ten indicators of aromaticity, namely, PDI, FLU\textsuperscript{1/2}, MCI, $I_{\text{NB}}$, $I_{\text{ring}}$, $I_{\text{NG}}$, HOMA, NICS(0), NICS(1), and NICS(1)\textsubscript{eq}. In cases where ASEs or REs were available in the literature (tests 6, 10, and 11), they have been included in the discussion. The optimized geometries of all species analyzed are given in Table S1 of the supporting information. The numerical results obtained for each test with the ten descriptors used have been gathered in Tables S2 to S16 of the supporting information. The summary of the results obtained in all tests can be found in Table 1. In this table, we write “yes” when a certain index follows the expected trend in aromaticity for a given test, “no” otherwise, and “unclear” when the failure of the index is minor (for instance, when the index produces an almost constant trend in aromaticity or when the index fails short only for the ordering of one species in a given series).

The format of our presentation is divided into seven major topical subsections, each corresponding to a different group of tests as shown in Scheme 1.

**Benzene Deformations**

In this group of tests (T1 to T5), we have gathered five distortions of the benzene ring: two in-plane (bond length alternation (BLA) and clamping) and three out-of-plane deformations (boatlike, chairlike, and pyramidalization) corresponding to test number T1 to T5. For the BLA distortion, we have introduced the deformation with consecutive steps of 0.05 Å without further reoptimization of the distorted benzene ring geometry. For the rest of distortions, we have modified the relevant angle ($\alpha$ in Scheme 1) in the range 0° to 25° with steps of 5°, and we have reoptimized the remaining geometrical parameters at every point. The change in aromaticity along these distortions together

| Table 1. Summary of the Fifteen Tests Applied at the B3LYP/6-311++G(d,p) Level for the Ten Descriptors of Aromaticity Analyzed. |
|---|---|---|---|---|---|---|---|---|---|---|---|
| PDI | FLU<sup>1/2</sup> | MCI | $I_{\text{NB}}$ | $I_{\text{ring}}$ | $I_{\text{NG}}$ | HOMA | NICS(0) | NICS(1) | NICS(1)\textsubscript{eq} |
| T1 | Yes | Yes | Yes | Yes | Yes | Unclear<sup>a</sup> | Yes | Yes | Yes |
| T2 | Unclear<sup>b</sup> | Yes | Yes | Yes | Yes | Yes | Unclear<sup>a</sup> | Yes | Yes | Yes |
| T3 | Unclear<sup>b</sup> | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T4 | Unclear<sup>b</sup> | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T5 | Unclear<sup>b</sup> | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T6 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T7 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T8 | N/A | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T9 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T10 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T11 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T12 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T13 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T14 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| T15 | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |

<sup>a</sup>Loss of aromaticity is overemphasized (see text).

<sup>b</sup>The aromaticity remains almost unchanged with the distortion (see text).

<sup>c</sup>The trend in aromaticity remains almost unchanged with some oscillations (see text).

<sup>d</sup>The aromaticity is higher than that of benzene only for a small number of molecules (see text).

<sup>e</sup>Fails only in ordering one molecule (see text).

<sup>f</sup>Fails only in ordering one molecule (see text). At the CCSD level, this index passes the test.
with the bond length elongation (BLE) have been studied in a previous work with the PDI, FLU$^{1/2}$, MCI, $I_{NB}$, HOMA, NICS(0), NICS(1), NICS(1)$_{zip}$, and hardness as indicators of aromaticity.$^{29}$ In the present paper, we add the results obtained with the $I_{NB}$ and $I_{NG}$ indices. We have not included the BLE distortion as a possible test of aromaticity since, unlike the other distortions, the BLE preserves the D$_{6h}$ symmetry, and, therefore, our hypothesis that a maximum of aromaticity is found for the optimal geometry of benzene is at least arguable. Neither have we considered the hardness in our study since we are interested in the performance of local indices of aromaticity. In the future, however, the possibility to obtain local values of hardness$^{90,91}$ may result in good indicators of aromaticity based on local hardnesses. The results collected in Tables S2 to S6 of the supporting information show that the FLU$^{1/2}$, MCI, $I_{NB}$, $I_{NG}$, HOMA, NICS(1), NICS(1)$_{zip}$ are able to point out the expected loss of aromaticity in the five benzene distortions analyzed. However, the HOMA index overestimates the loss of aromaticity for the BLA and clamping deformation for angles larger than 20°. On the other hand, NICS(0) fails for the clamping deformation (test T2), indicating almost common aromaticity with a slight increase of aromaticity up to $\chi = 15^\circ$ and a minor reduction from 15° to 25°. Finally, the PDI gives incorrect trends for all distortions excepting the BLA, although it is observed that the PDI remains almost unaffected by the different ring deformations analyzed. Finally, let us briefly mention here that despite the failure of PDI to show the expected reduction of aromaticity in boatlike distortions, the PDI correctly indicated the loss of aromaticity of the 6-MRs when going from planar to pyramidalized pyracylene at variance with NICS(0)$_{zip}$. A more detailed analysis of the results can be found in ref. 29.

Substitution and Complexation in Benzene

In test T6, we analyze the aromaticity of a series of sixteen monosubstituted benzene derivatives, the same set of compounds considered in previous studies on the relation of the substituent effect and aromaticity.$^{93,94}$ The nature of the substituent changes from the strongly electron-donating NH$_2$ group to the strongly electron accepting NN$^-$ group, thereby changing the aromaticity and, therefore, the loss of symmetry and aromaticity irrespective of their electron donating or accepting character. So, for a certain index we consider that the test has been passed if the unsubstituted benzene is found to be the most aromatic 6-MR in the series. All indices, except HOMA, NICS(0), and NICS(1) indicate a loss of aromaticity for all monosubstituted benzene derivatives studied as compared with the unsubstituted benzene molecule. For the HOMA index, there are two minor exceptions (X = F and NO$_2$) that show an HOMA value slightly larger than that found for benzene; however, the difference is lower than 0.005. Moreover, it is worth noting that these results are quite dependent on the $R_{opt}$ value for C–C bonds taken as the reference for HOMA calculations. For NICS(0) and NICS(1), nine and five, respectively, out of sixteen substituted benzenes have more negative values than those of benzene itself. Interestingly, NICS(1)$_{zip}$ gives the expected more negative value for benzene than for monosubstituted species. In addition, all indices point out a small variation of aromaticity upon substitution and, therefore, they indicate a minor change in the cyclic p-electron delocalization.$^{93-95}$ The X = NN$^-$ substituent is found by most of the indices (the only exceptions are NICS(0) and NICS(1)) as the substituent that leads to the largest loss of aromaticity among the sixteen studied. Finally, it is interesting to note that all ASEG$^*$ values$^{93}$ listed in Table S7 fail to indicate benzene as the most aromatic species among systems studied in test T6. What is maybe more critical is that different ASE values derived from different homodesmic or isodesmic reactions lead to different aromaticity orderings.

The aromaticity of the benzene ring in the ($\eta^6$-C$_6$H$_6$)Cr(CO)$_3$ complex is analyzed in test T7. It is widely accepted that the structure, reactivity, and aromaticity of the benzene ring are altered significantly upon complexation with the chromium tricarbonyl complex. Thus, after coordination the ring expands, loses its planarity (the hydrogen atoms of the benzene ring slightly bent towards the Cr(CO)$_3$ fragment$^{96}$), and shows an increased difference between alternated short and long C–C bonds.$^{97}$ The nature of the bond between the arene and the metal in ($\eta^6$-arene)tricarbonylchromium complexes was discussed by Albright, Hoffmann, and coworkers some years ago.$^{98}$ These authors found that the interaction of the degenerate 2e LUMO and 2$\alpha_1$ LUMO+$^1$ orbitals of the Cr(CO)$_3$ moiety with the highest occupied p-orbitals of the arene with the appropriate symmetry is the dominant bonding mechanism.$^{99}$ Charge transfer from the highest occupied p-orbitals of the arene to the lowest unoccupied 2e and 2$\alpha_1$ orbitals of Cr(CO)$_3$ partially breaks the C–C bonds, thus explaining the observed expansion of the aromatic ring and the increase in BLA in ($\eta^6$-C$_6$H$_6$)Cr(CO)$_3$. Because of the loss of p electron density in the ring, one should expect a partial disruption of aromaticity in the 6-MR of ($\eta^6$-C$_6$H$_6$)Cr(CO)$_3$ in comparison to free benzene, as discussed by Hubig et al.$^{97}$ Indeed, all indices used in the present work, except NICS(0) and NICS(1), show that there is a clear reduction of the aromaticity of benzene upon coordination to the Cr(CO)$_3$ complex. We analyzed the particular behavior of the NICS index in this case in a previous work$^{100}$ and we concluded that the reduction of the NICS value in the benzene ring of the ($\eta^6$-C$_6$H$_6$)Cr(CO)$_3$ complex is not a manifestation of an increased aromaticity of the 6-MR but is due to the ring currents generated by the electron pairs that take part in the benzene-Cr(CO)$_3$ bonding. This effect also explains why the claims of Mitchell and co-workers$^{17,101-103}$ about the fact that the benzene ring in tricarbonylchromium-complexed benzene is ca. 30–40% more aromatic than benzene itself are unjustified.$^{100}$

Ring Size and Atom Size Dependence

Test T8 analyzes the dependence of the index on the size of the ring, which has been shown to be critical for certain aromaticity descriptors.$^{104-107}$ PDI has not been analyzed in this test because it can be only applied for 6-MRs (N/A in Table 1).

Test size dependence, we compare the aromaticity of three 5e-electron systems with different ring sizes, namely, benzene, cycloheptatrienyl cation (C$_7$H$_7$$^+$.), and cyclooctatetraenyl dication (C$_8$H$_8$$^{2+}$). Because of the increase of the ring size, one
expects the following order of aromaticity for the series of systems: $\text{C}_6\text{H}_6 > \text{C}_5\text{H}_2^+ > \text{C}_6\text{H}_4^+$. The expected order is followed by all indices but the NICS(0) descriptor that places incorrectly the $\text{C}_6\text{H}_4^+$ species. Several authors have pointed out the ring size dependence of NICS$^{104,105}$ here supported by the failure of NICS(0) to reproduce this test.

Test T9 analyzes the ability of a given index to account for the change in the size of the atoms forming the aromatic ring. To this end, the aromaticity of $\text{C}_6\text{H}_6$ is compared with that of the isoelectronic 6-MR $\text{N}_6$. Sakai$^{108}$ found that planar $\text{N}_6$ species ($\text{D}_{6h}$ symmetry) is less aromatic than the benzene ring. So, we expect a reduction of aromaticity even larger for the chairlike nonplanar optimized $\text{N}_6$ structure. In general, most indices indicate a slight loss of aromaticity when going from benzene to fully optimized $\text{N}_6$ species. Only the PDI, NICS(1), and NICS(1)$_{zz}$ indices fail to account for this aromaticity order. It is usually said that NICS(1) and, particularly, NICS(1)$_{zz}$ are better indicators of aromaticity than NICS(0) itself.$^{86,87}$ and this is probably one of the few examples in which NICS(0) provides better results than NICS(1) and NICS(1)$_{zz}$. As to the PDI, its error in this test can be attributed to both the chairlike structure of $\text{N}_6$ (PDI did not already pass test T4) and the atom size dependence of this index. The latter is due to the fact that the increase in the number of electrons when going from C to N leads to large delocalization indices between para-related atoms that do not go with an increase of aromaticity.

**Heteroaromatic Species**

For the heteroaromatic species shown in Scheme 1 as test T10, the expected order of aromaticity is benzene > pyridine > pyridazine > pyrimidine > pyrazine > triazine. Except for triazine, this is the order found from the calculation of REs.$^{18}$ Thus, the aromaticity decreases when the number of CH by N replacements increases$^{109}$ For the same number of N atoms in the 6-MR, the most aromatic are those having the largest number of $\text{N} \rightarrow \text{N}$ bonds.$^{107}$ The expected order of aromaticity is not exactly followed by any of the indices analyzed. MCI, $I_{\text{NB}}$, together with their normalized versions and FLU$^{115}$ fail only in the ordering of pyrazidine that is considered more aromatic than pyridine. Let us add here in favor of the MCI, $I_{\text{NB}}$, $I_{\text{NB}}$, and $I_{\text{NB}}$, that the CCSD/6-311+G(d,p) indices for the set of heteroaromatic rings considered in test T10 give exactly the expected order of aromaticity (see Table S16 in the supporting information).$^{72}$ However, it is also true that these multicenter indices when computed at the MP2/6-311+G(d,p) level (Table S17) give a completely erroneous ordering of the N-substituted 6-MRs. In general, it is found that the results of the MCI, $I_{\text{NB}}$, and their normalized versions are quite dependent on the level of calculation and, consequently, it is important to use accurate methods to distinguish rings with similar degrees of aromaticity.$^{72}$ PDI is unsuccessful by considering pyrazine and pyridazine more aromatic than benzene itself. HOMA fails completely in the ordering of the 6-MRs.

Test T11 analyzes a series of six heteroaromatic 5-MRs. Electron counting indicates that for $X = \text{CH}^-$, NH, and O we have aromatic rings. In this case it is expected that, owing to its lower electronegativity, the NH group does not decrease the electronic delocalization as much as oxygen$^{110}$ and, therefore, pyrrole is more aromatic than furan. The system with $X = \text{CH}_2$ is anticipated to give a nonaromatic ring while for $X = \text{BH}$ and $\text{CH}^-$ antiaromatic rings should be found. Hence, the expected order of aromaticity for this set of molecules is $\text{CH}^- > \text{NH} > O > \text{CH}_2 > \text{BH} > \text{CH}^-$. This is indeed the order provided by the ASE values of Cyrański et al.$^{25}$ MCI, $I_{\text{NB}}$, $I_{\text{NB}}$, and NICS(1)$_{zz}$ succeed in giving the expected trend. On the other hand, NICS(0), NICS(1), FLU$^{1/2}$, HOMA, and $I_{\text{NB}}$ fail in the ordering of one system. Finally, the ring size dependence of the NICS indices shows up and both NICS(0) and NICS(1)$_{zz}$ point out that pyrrole is more aromatic than any of the six aromatic rings considered in test T10.

**Clar’s Systems**

According to the Clar’s rule, the Kekulé resonance structure with the largest number of disjoint aromatic $\pi$-sextets, i.e., benzene-like moieties, is the most important for the characterization of properties of polycyclic aromatic hydrocarbons (PAHs). Aromatic $\pi$-sextets are defined as six $\pi$-electrons localized in a single benzene-like ring separated from adjacent rings by formal C–C single bonds. For instance, application of this rule to phenanthrene indicates that the resonance structure 2 is more important than resonance structure 1. Therefore, outer rings in phenanthrene are expected to have a larger local aromaticity than the central ring. This result has been confirmed by several measures of local aromaticity.$^{33,35,59,111}$ It is also generally recognized,$^{112}$ with some exceptions,$^{113,114}$ that phenanthrene with two $\pi$-sextets is more aromatic than anthracene that has a single $\pi$-sextet. Moreover, recent experimental results on the distribution of $\pi$-electrons in large PAHs$^{113}$ together with Valence Bond calculations,$^{116}$ NICS,$^{117}$ and other aromaticity analyses$^{59}$ on pericondensed benzenoid PAHs have provided extensive support to the Clar’s rule.
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There are PAHs that present a unique Clar structure (i.e., phenanthrene), whereas several Clar structures are possible for other PAHs.$^2$ For these latter, Clar’s rule cannot differentiate which of the corresponding resonance structures is the main responsible for the aromaticity of the system. So, in test T12, we have included five of the smallest benzenoid species that present a unique Clar structure. The position of the aromatic $\pi$-sextets in...
the Clar structure depicted in Scheme 1 shows the rings which are the most aromatic according to this rule. Interestingly, all indices analyzed in this work indicate that rings with the aromatic $p$-sextets are the most aromatic in the set of molecules studied. So, this is probably the easiest test to pass for indices of aromaticity. It is worth mentioning here that despite the NICS index behaves notably well for the Clar’s systems analyzed here, it has well-known problems in many condensed benzenoid species,35,92,118–121 while electronic indices perform reasonably well for several condensed benzenoid species.71

**Fulvenes**

The physical and chemical behavior of substituted penta- and hepta-fulvenes are usually rationalized in terms of the weights of the different resonance structures $1A$–$C$ for penta-fulvenes and $2A$–$C$ for hepta-fulvenes.122 The relative weights of these structures depend on the electronegativity of the X substituent. Thus, electron donating substituents favor structures $1A$ and $2A$ while electron withdrawing groups lead to the dominance of structures $1C$ and $2C$. Therefore, as indicated by several authors using magnetic and structural descriptors of aromaticity,122–125 electron donating substituents enhance the aromaticity of the penta-fulvenes by increasing the weight of the 6$\pi$-electron structure $1A$ and decrease the aromatic character of the 7-MR in hepta-fulvenes by increasing the weight of the 8$\pi$-electron structure $2A$. The behavior of electron withdrawing substituents is just the opposite favoring 4$\pi$-electron structure $1C$ and 6$\pi$-electron structure $2C$. Thus, a good aromaticity indicator should give the following order of aromaticity for the 5-MR in penta-fulvenes $BH_2$, $NH_2$, $O$, $CH_2$, and just the opposite order for the 7-MR of hepta-fulvenes (Test 13). This is exactly the order found for all NICS magnetic indices and MCI and $I_{NB}$ electronic descriptors. HOMA, $I_{ring}$, and $I_{NG}$ fail only in the order of cyclopentadienone. Finally, FLU$^{1/2}$, like HOMA, $I_{ring}$, and $I_{NG}$ is unsuccessful for cyclopentadienone but also fails to give the correct order for several hepta-fulvenes.

**Chemical Reactivity**

In this last subsection, we have included two chemical reactions as tests of aromaticity: the simplest DA cycloaddition (test T14) and the acetylene trimerization (test T15). For these two reactions, we have applied the aromaticity criteria along the IRP.

The well-known DA$^{126–130}$ reaction between ethene and 1,3-butadiene to render cyclohexene is the prototype of a thermally allowed $[4 + 2]$ cycloaddition. This reaction has been extensively investigated using different theoretical methods. It is now widely-accepted that this reaction takes place via a synchronous and concerted mechanism through an aromatic boatlike TS.127,131–136 By 1938137 it was already recognized the analogy between the $\pi$-electrons of benzene and the six delocalized electrons in the cyclic TS of the DA reaction. The aromatic nature of this TS has been later confirmed theoretically using magnetic-based indices such as NICS and the magnetic susceptibility exaltations,130,138–141 as well as by means of PDI,141 SCI$^{55}$ and energetic measures.142 For this reaction, we have considered that a given method succeeds when along the reaction path it finds a peak of aromaticity around the TS. The behavior of the different indices along the reaction coordinate has been depicted in Figures 1 and 2. Results in Table S15 and Figure 1 and 2 show that only FLU$^{1/2}$ and HOMA break down in this test. These two indices consider the cyclohexene molecule (product), as the most aromatic species in the reaction. As discussed in our previous work,141 HOMA and FLU$^{1/2}$ values measure variances of
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**Figure 1.** Plot of PDI (electrons), FLU$^{1/2}$ (values divided by 10), MCI (electrons), $I_{ring}$ (electrons), $I_{NG}$, and $I_{NB}$ versus the reaction coordinate (IRP in amu$^{1/2}$/C1 Bohr). Negative values of the IRP correspond to the reactants side of the reaction path and positive values to the product side of the DA cycloaddition.
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**Figure 2.** Plot of NICS(0) (ppm), NICS(1) (ppm), NICS(1)$_{zz}$ (ppm) and HOMA (values divided by 15) versus the reaction coordinate (IRP in amu$^{1/2}$/Bohr). Negative values of the IRP correspond to the reactants side of the reaction path and positive values to the product side of the DA cycloaddition. NICS(0) and NICS(1) values have been computed at the RCP and at 1 Å above the RCP, respectively.
the structural and electronic parameters, respectively, around the ring. Therefore, HOMA and FLU$^{1/2}$ might fail if they are not applied to stable species because, while reactions are occurring, structural and electronic parameters suffer major changes. Finally, it is also worth noting that NICS(0) and NICS(1) incorrectly assign a larger aromaticity to the TS of this DA than to the benzene molecule. The calculation of NICS(0) in nonplanar species has been carried out in two different ways. First, in the ring critical point (RCPs)$^{68,69}$ that appears within the ring defined by the six C atoms as proposed by Morao and Cossi$^{143}$, Second, in the geometrical center of this ring which is obtained after finding the best fitted plane to a given set of nuclei. $^{141}$ The two methods lead basically to the same results.

The last test proposed corresponds to the Woodward-Hoffmann thermally allowed $[2 + 2 + 2]$ trimerization of acetylene to yield benzene. In the course of this reaction, three acetylenic $\pi$-bonds are converted into C–C $\sigma$-bonds to form benzene, the archetypal aromatic molecule. This is a highly exothermic reaction (exp. $\Delta H^0_{r,298} = -142.76$ kcal mol$^{-1}$) with an unexpectedly large enthalpy barrier for a thermally allowed reaction (best theoretical estimate of 53.1 kcal mol$^{-1}$ obtained at the CCSD(T)/6-311G(d,p)//QCISD/6-311G(d,p) level of theory).$^{144}$ Our B3LYP/6-311+ + G(d,p) calculation yields a reaction energy of $-137.8$ kcal mol$^{-1}$ and an energy barrier of 51.9 kcal mol$^{-1}$, not far from the experimental reaction enthalpy and best theoretical estimate of the enthalpy barrier. At the B3LYP/6-311+ + G(d,p) level, the TS has $D_{3h}$ symmetry, although the potential energy surface is extremely flat along different distortion paths and, actually, the symmetry of the TS depends critically on the level of calculation employed.$^{144}$ There have been several studies on the change of aromaticity along the reaction coordinate that transforms three acetylene molecules into benzene.$^{130,143,145-148}$ Although there is a lack of consensus of how aromaticity changes during the transformation from reactants to products, most authors found that the system evolves from localized $\sigma$ and $\pi$ electrons in the reactants to the well-known $\pi$-delocalization in benzene through a TS which has mainly in-plane $\sigma$ electron delocalization with only minor $\pi$ electron delocalization. Many thermally allowed reactions have aromatic TSs. So, it seems reasonable to think that, in this reaction, the aromatic character of the 6-MR being formed increases more or less uniformly from the initial reactants to the TS. At this point it reduces somewhat along the reaction coordinate until the final increase before reaching the benzene molecule that should be the most aromatic species in the whole reaction coordinate.$^{146-148}$ This is indeed what electronic-based PDI, MCI, $I_{\text{ring}}$, $I_{\text{seg}}$, and $I_{\text{seg}}$ show (see Fig. 3), and therefore, we consider that these indices pass the test. The magnetic-based NICS indices also indicate a maximum of aromaticity along the reaction coordinate around the TS but NICS results find that the transition structure of this reaction is more aromatic than benzene,$^{130,143}$ and for this reason we consider that the performance of NICS is “unclear” in this test (see Fig. 4). Finally, FLU$^{1/2}$ fails to detect the maximum of aromaticity in the TS region and indicates a continuous increase of aromaticity from reactants to products. The same situation occurs for HOMA (see Fig. 4). Let us emphasize here that neither FLU$^{1/2}$ nor HOMA (and, in general, any index that uses reference parameters from well-established aromatic compounds) should be used to study aromaticity changes along a reaction path, especially in regions far from equilibrium structures.

Discussion and Concluding Remarks

Exploring the successes and breakdowns of the different descriptors of aromaticity is relevant not only for its own sake but as a way to get ideas of how to improve present indicators of aromaticity and define new indices that correlate better with chemical intuition for most of the well-established cases. For this reason, it is very important, in our opinion, to devise methodologies that allow quantifying the performance of the existing and new defined indices of local aromaticity. To this end, we consider that the use of a set of simple tests, as those proposed in the present paper, that include systems having widely-accepted aromaticity behaviors can be extremely helpful to discuss aromaticity in organic species.
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**Figure 3.** Plot of PDI (electrons), FLU$^{1/2}$ (values divided by 10), MCI (electrons), $I_{\text{ring}}$ (electrons), $I_{\text{seg}}$, and $I_{\text{seg}}$ versus the reaction coordinate (IRP in amu$^{1/2}$/Bohr). Negative values of the IRP correspond to the reactants side of the reaction path and positive values to the product side of the trimerization of acetylene.
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**Figure 4.** Plot of NICS(0) (ppm) (values divided by 2), NICS(1) (ppm), NICS(1)$_z$ (ppm) (values divided by 3), and HOMA (values divided by 15) versus the reaction coordinate (IRP in amu$^{1/2}$/Bohr). Negative values of the IRP correspond to the reactants side of the reaction path and positive values to the product side of the trimerization of acetylene. NICS(0) and NICS(1) values have been computed at the RCP and at 1 Å above the RCP, respectively.
Our results (see Table 1) indicate that the best indices are the multicenter indices, especially the MCI that fails only in the ordering of one molecule in test T10 on heteroaromatic rings. The problem with these multicenter electronic indices is, on the one hand, the high computational cost and, on the other hand, their large dependence on the level of calculation. The high computational cost of multicenter indices can be highly reduced by using the pseudo-\(\pi\) method of Bultinck and coworkers.\(^{149}\) Another cheaper alternative that provides also quite good results is the FLU\(^{1/2}\) indicator of aromaticity. This index only clearly fails to detect the aromaticity of the TSs of the DA and acetylene trimerization reactions, for the aromaticity order of pyrimidine in test T10 on heteroaromatic 6-MRs, and for tests T11 on heteroaromatic 5-MRs and T12 on fulvenes, PDI has a similar cost to FLU\(^{1/2}\) but performs not as well as FLU\(^{1/2}\) in tests T2-5, T9, and T10 although it is superior to FLU\(^{1/2}\) in tests T14 on the DA reaction and T15 on the acetylene trimerization reaction. Like FLU\(^{1/2}\), HOMA fails to detect aromaticity in the TSs of the DA and acetylene trimerization reactions. It also falls short in the ordering of several heteroaromatic rings. In addition, the HOMA index overestimates the loss of aromaticity for the BLA and clamping deformations. But, in general, HOMA performs notably well if one considers its low computational cost. Finally, as to NICS, NICS(0) clearly fails for tests T6-8 and T10, while in tests T14 and T15 it erroneously points out that the TSs are more aromatic than benzene. For test T2, NICS(0) yields an almost unchanged value with clamping, NICS(1) improves the results in tests T2 and T8 but, unexpectedly, it goes wrong for test T9 corresponding to \(N_6\). In test T11, both NICS(0) and NICS(1) overestimate the aromaticity of pyrrole. Our results clearly reinforce the superior behavior of NICS\(^{(1)}\); as compared to NICS(0) and NICS\(^{(1)}\),\(^{86,87}\) Indeed, NICS\(^{(1)}\) only collapses for tests T9 and T10 and gives not totally satisfactory results for test T15. The results collected in Table 1 indicate that the electronic-based indices of aromaticity have a superior behavior than both geometrically- and magnetically-based indicators of aromaticity. It is perhaps worthwhile noting that although the calculation of multicenter indices using QTAIM partitioning of space is relatively expensive, the use of Mulliken-like or fuzzy atom partitioning\(^{150,151}\) or the pseudo-\(\pi\) method\(^{149}\) can reduce drastically the computational costs with only a minor loss of accuracy in most cases.

As a final list of recommendations derived from the application of the fifteen tests to the ten indices explored, we can say that, first, indices including reference values in their expressions such as HOMA and FLU\(^{1/2}\) should not be used for the analysis of aromaticity changes in chemical reactions; second, NICS indices should be avoided when comparing rings with different sizes and different kinds of atoms; third, one should be careful when using electronic indices because although electronic turn out to be the most reliable indices, PDI does not treat correctly the aromaticity in out-of-plane deformations of aromatic rings and rings with different kinds of atoms, and finally multicenter indices are found to be quite dependent on the level of calculation and good accuracy is only guaranteed at a high correlated level. As a final point, let us mention that the extrapolation of the results derived using these tests to the analysis of aromaticity in inorganic compounds should be done with care.
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Notes Added in Proof

In the discussion about the multidimensional character of aromaticity it is worth noting that according to Schleyer and coworkers the “classical” and “magnetic” measures of aromaticity are not necessarily “orthogonal” (see Schleyer, P. V. R.; Jiao, H.; Goldfuß, B.; Freeman, P. K. Angew. Chem. Int. Ed. Engl. 1995, 34, 337–340).
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